Measurement of the mid-infrared absorption spectra of ethylene (C₂H₄) and other molecules at high temperatures and pressures
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ABSTRACT

A methodology for the measurement of mid-infrared absorption cross sections of gaseous molecules at high temperatures and pressures is presented. A rapid-tuning, broad-scan external cavity quantum cascade laser with a tuning rate in excess of 30 000 cm⁻¹ s⁻¹ has been employed in the measurement of full vibrational bands (> 100 cm⁻¹) in shock-heated test gases. The approach is demonstrated with measurements of the absorption cross section of ethylene (C₂H₄) in the 8.5 μm to 11.7 μm region for temperatures from 800 K to 1600 K and pressures from 1 to 5 atm. Decreasing peak strength with temperature is observed as well as pressure-insensitivity. The measurements are compared with existing experimental, empirical, and ab initio databases. Additionally, illustrative absorption cross section measurements of propene (C₃H₆), 1-butene (1-C₄H₈), 2-butene (2-C₄H₈), 1,3-butadiene (1,3-C₄H₆), and methanol (CH₃OH) are presented near 1000 K and 2.3 atm.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

There exists a marked lack of experimental absorption spectra for high-temperature and high-pressure gaseous molecules. Gases in these high-enthalpy thermodynamic states are present in a wide range of natural and man-made environments, such as cool stars, exoplanets, plasmas, explosions, flames, volcanoes, forest fires, combustion systems, hypersonic flows, industrial processes, and exhaust stacks. Correspondingly, these gases are the subject of scientific study and engineering employ for many fields, including astrophysics, environmental science, plasma physics, combustion science, aerospace engineering, chemical engineering, and energy systems engineering. In the endeavor to study and monitor high-temperature gases, infrared absorption and emission spectroscopy offer a powerful toolset for understanding the characteristics of these environments [1–7]. This work presents a methodology using shock tube facilities in conjunction with rapid-tuning, broad-scan, narrow-linewidth lasers to measure the high-temperature and high-pressure absorption spectra of molecules in the mid-infrared.

Several databases exist to collate the infrared spectra and spectroscopic parameters of gaseous molecules. The most comprehensive and prominent line parameter and cross section databases, such as HITRAN, GEISA, PNNL Northwest Infrared, and NIST Quantitative Infrared Database, focus on molecules at or near room temperature and atmospheric pressures [8–11]. Additionally, there are a few databases, including HITEMP and ExoMol, that provide high-temperature spectral data but only for a limited subset of molecules [1,3].

The limited availability of high-temperature and high-pressure absorption and emission spectra stem primarily from the considerable challenges these conditions pose for ab initio, empirical, and experimental methods. High temperatures require the consideration of hot lines that emerge due to the population of higher energy levels, including high-J rovibrational transitions and vibrational hot bands. As a consequence, the number of lines that must be considered for accurate spectral modeling at high temperatures often increases by several orders of magnitude [1,2,12]. This issue is further compounded by increasing molecular size and correspondingly the number of vibrational modes, leading to the number of infrared lines for a single gas species to count in the billions.

Due to the weakness of hot lines at low temperatures and practical database considerations, hot lines are not typically observed, calculated, nor included in experimental, empirical, and ab initio room-temperature databases. This makes it impossible to accurately extrapolate room-temperature spectroscopic data to higher temperatures [2].

There are presently several initiatives to calculate, measure, and collate absorption spectra at high temperatures, including the two predominant databases HITEMP and ExoMol [1,3,13]. Unfortunately, the experimental validation is often quite limited, especially for larger molecules. This lack of experimental validation is primarily...
the result of the same challenges that make any experimentation at high-temperature, high-pressure conditions difficult; namely the challenge of generating a well-known, homogeneous, chemically-stable, high-enthalpy gas state that remains steady for a sufficient duration to perform the desired experiment. All laboratory approaches achieve only a subset of these desired characteristics and must compromise on some to faithfully maintain the others. Moreover, the requirement of a stable chemical composition generally imposes an unavoidable upper-bound on the duration of the experiment. At elevated temperatures, accelerated reaction rates limit the experimental test time available to any experimental approach (e.g., the thermal decomposition of large molecules).

Standard approaches for achieving high-enthalpy conditions include radiative/conductive heating, rapid-compression, arc-heating, and shock-heating. With the exception of shock-heating, these approaches generally provide extended high-temperature test durations (from 100 ms up to several minutes) at the expense of stable chemical composition, temperature uniformity, or thermodynamic equilibrium, respectively. Shock-heating provides a near-ideal mechanism for instantaneously achieving a well-known, homogeneous, high-temperature and high-pressure environment with maximum temperatures and pressures in excess of 10000 K and 1000 atm, respectively. There is unfortunately the significant caveat of a very short test time (typically 1 to 10 ms but up to 100 ms is possible) in facilities that employ this mechanism, such as shock tubes.

In addition to the challenges of generating the desired conditions in a laboratory, the experimental challenges are further increased for the collection of spectroscopic reference data under these circumstances. This is due both to the characteristics of molecular spectra at high temperatures/pressures and the performance of the tools used to acquire spectra. High temperatures and high pressures lead to significant line broadening. The outcome of these broadening effects, in concert with the emergence of hot lines, is highly congested and blended spectra; wherein, individual lines are typically not observable and the local absorption or emission intensity is the result of the superposition of many neighboring lines. At these extreme conditions, the most practicable parameterization of experimental spectroscopic measurements for both the interpretation of observed spectra and the validation of spectroscopic models is the wavelength-dependent absorption cross section over full absorption bands. Unfortunately, standard spectroscopic equipment such as spectrometers, FTIRs, and narrow-linewidth lasers generally provide a slow rate of acquisition for broad spectra and thus demand a laboratory approach to high-enthalpy conditions that emphasizes experimental duration at the cost of thermodynamic condition accuracy and range.

The recent development of rapid-tuning, broad-scan, narrow-linewidth lasers in the mid-infrared has enabled, for the first time, the practical use of a shock tube to perform quantitative broadband absorption spectroscopy measurements. Through tuning rates in excess of 30000 cm$^{-1}$s$^{-1}$, it has become possible to acquire the high-temperature absorption cross section over entire branches, or even entire bands, of large molecules during the short-duration steady test time of a shock tube.

2. Experimental methods

2.1. Shock tube

The experiments in this work were performed in a pressure-driven, high-purity, stainless steel shock tube with an inner diameter of 14.13 cm [14,15]. The shock tube consists of a 7.12 m high-pressure driver section followed by a 8.54 m low-pressure driver section that are separated by a polycarbonate diaphragm. The post-reflected shock conditions are determined using shock jump relations, assuming frozen chemistry. The necessary inputs are provided by the known initial driver gas conditions and the incident shock speeds measured using five piezoelectric pressure transducers distributed over the final 1.5 m of the driven section. Uncertainty in the experimental pressure and temperature are each less than ±1% [14-16]. The test plane is 2 cm from the end wall of the shock tube with instrument access provided by eight ports. For these experiments, one pair of ports was equipped with ZnSe windows with a 30’ wedge and a broadband anti-reflection (AR) coating providing less than 1% reflection per surface over the wavelength range of 7 to 12 μm. These window characteristics minimize etalon fringe noise when tuning the wavelength of a laser. Another pair of ports was equipped with flat AR-coated ZnSe windows ($R_{avg} < 5\%$ over 8 to 12 μm) for use with fixed wavelength lasers where etalon fringe noise is not a concern. Additionally, one port was instrumented with a transducer to record the pressure in the post-reflected shock region.

Helium and helium-nitrogen driver gas mixtures, as well as driver-section volume inserts, were used to achieve long test times with a steady pressure profile over a broad range of temperature and pressure conditions [17,18]. Test gas mixtures were prepared manometrically in a stainless-steel mixing tank using either neat gases (>99%) or certified standard gas mixtures (±2% uncertainty on reported concentration) to supply the target species and high-purity argon (>99.999%) as a diluent. For the measurements reported here, only dilute test mixtures in argon with a target species concentration no greater than 5% were used in order to limit the endothermic effects of pyrolysis at high temperatures.

2.2. Lasers and optics

Two laser systems were integrated into the shock tube in order to perform absorption cross section measurements using the fractional transmission through the test gas. The fractional transmission is determined by the Beer–Lambert relation:

$$I / I_0 = \exp (-\alpha) = \exp (-\sigma n L), \tag{1}$$

where $I$ is the transmitted intensity, $I_0$ is the incident intensity, $\sigma$ is the absorbance, $\alpha$ is the absorption cross section in m$^2$·mol$^{-1}$, $n$ is the number density of the absorbing species in mol·m$^{-3}$, and $L$ is the path length through the gas sample in m.

The first laser system used a Daylight Solutions MIRcat-QT™ with rapid ultra-broad wavelength tuning in order to acquire absorption cross section measurements over a large wavelength range within the test time of the shock tube.

The MIRcat-QT™ is outfitted with two external-cavity quantum cascade laser (EC-QCL) modules with wavelength coverage from approximately 8.5 to 10.5 μm (926–1178 cm$^{-1}$) for QCL 1 (M2095-PCX) and approximately 10.5 to 11.7 μm (865–920 cm$^{-1}$) for QCL 2 (M2115-PC). Variations in the emission intensity are characteristic of the quantum cascade gain medium and are specific to individual lasers. Generally, the emission intensity is strongest in the middle of the coverage region and decreases to zero at the edges. There was approximately a 6 cm$^{-1}$ gap between the spectral coverage offered by these two modules.

The laser modules provided a maximum tuning rate in excess of 30000 cm$^{-1}$·s$^{-1}$ and enabled the full ranges of QCL 1 and QCL 2 to be tuned in less than 10 and 4 ms, respectively. The maximum possible tuning rate was used for all experiments here and only a single laser module was operated during an individual shock tube experiment. With test times ranging from 2 to 8 ms for the temperature and pressure conditions studied in this work, spectral measurements over the full wavelength range of the two module laser system could typically be achieved with two to three repeated experiments.
A pressure transducer monitoring the passage of the incident shockwave 3.23 m from the shock tube end wall was used to provide the timing signal for the laser system. The rise in the pressure transducer signal was conditioned into a TTL pulse with a variable delay by a pulse/delay generator in order to control the start of the laser scan. The latency between the laser receiving the trigger signal and the start of the laser scan was typically less than 300 ns. The desired start wavelength, end wavelength, and tuning rate for each experiment were configurable in the MIRcat-QTM control software. The combination of a variable timing delay and selectable start wavelength enabled piece-wise measurement of absorption spectra in cases where the test time was insufficient for the laser to perform a complete scan.

Fig. 1 presents the wavelength-dependent relative intensity for each laser module. The large variation in intensity from the edge to the center of the emission band leads to a corresponding variation in signal-to-noise ratio (SNR). Absorption cross section measurements in regions with insufficient SNR are excluded from the results presented here. This exclusion criteria typically reduced the total tuning range by less than 2%. Repeated experiments with variable gain/attenuation could be used to recover these low SNR regions.

The inset of Fig. 1 presents a detailed view of the laser intensity while rapidly tuning the wavelength. The sawtooth-shaped intensity output is the result of ‘micro-hops’ in the laser mode as the grating angle is rotated [19]. Instead of continuous wavelength tuning, the laser emits at a steady, fixed wavelength (linewidth: ≤ 0.0033 cm⁻¹) corresponding to the dominant laser mode until it hops in a discrete step ranging in size from approximately 0.2 to 0.6 cm⁻¹. This dominant laser mode is randomly selected from a limited set of candidate modes determined by the combination of the cavity modes (spaced at approximately 0.1 cm⁻¹), the laser gain curve, and the instantaneous grating dispersion curve. As the grating is rotated, the shifting center wavelength of the grating dispersion curve causes the dominant cavity mode to become weaker leading to a drop in intensity until this cavity mode exits the grating dispersion curve. At this moment the laser hops to a new dominant cavity mode, randomly selected among the candidate modes for that grating angle, and the emitted intensity undergoes a sharp step-like rise.

Absorption measurements performed using this form of laser tuning are best interpreted as a sequence of individual narrow-linewidth, fixed-wavelength measurements each with the duration of the corresponding intensity sawtooth. The resulting spectrum comprises discrete absorption cross section values at irregularly spaced wavenumbers. The average spectral interval of the ‘micro-hops’ (0.35 cm⁻¹) exceeds the laser linewidth by more than a factor of 100, resulting in a highly-resolved but under-sampled spectrum.

As illustrated in Fig. 2, the laser beam was aligned through the shock tube ports equipped with wedged AR-coated ZnSe windows and passed through an iris and long-pass infrared filter before being focussed onto a Vigo Systems™ large-area thermoelectrically-cooled MCT detector (PVM-2TE-10.6). The iris and long-pass infrared filter reduced the quantity of emission from the hot test gas that reached the detector.

Two ZnSe beam splitters were used to direct a fraction of the beam toward both an intensity reference detector and a wavelength reference detector. The intensity reference detector provided a means to perform common-mode noise rejection and thus correct for any laser intensity variations during an experiment. The wavelength reference beam path included a gas cell filled with a mixture of components selected for well-known room-temperature absorption features within the scan range of the laser modules. For the experiments performed here, the mixture was 0.5% ethylene, 0.8% propene, and 2% benzene in a balance of nitrogen at 1 atm. The absorption features produced by this gas mixture provided an absolute wavelength reference for correcting any variations in wavelength tuning performance.

For the second laser system, an Access Laser Company™ CO₂ gas laser was used to measure the absorption cross section at a fixed wavelength and monitor any variations in the concentration of the species of interest during the test time. In the ethylene (C₂H₄) experiments presented here, this laser was operated at the fixed wavelength of 10.532 μm (949.49 cm⁻¹) to probe the peak of the fundamental ν7 vibrational band (CH₂ wag mode) [20,21]. The beam was aligned through the shock tube ports equipped with flat AR-coated ZnSe windows and focussed onto a Vigo Systems™ MCT detector (PVM-2TE-10.6). The wavelength of the laser was monitored before and after each experiment using a Bristol Instruments™ 771B-XIR spectrum analyzer.

2.3. EC-QCL wavelength calibration

To maintain an accurate wavelength reference for the measured spectra, the EC-QCL wavelength was calibrated relative to the grating-angle at the factory, independently characterized, and then corrected for drift. The factory calibration was reassessed using a spectrum analyzer, the laser output was found to have a
linear relationship of 1.001 cm$^{-1}$/cm$^{-1}$ (R-squared: 0.9983) and 0.999 cm$^{-1}$/cm$^{-1}$ (R-squared: 0.9999) between the measured and calibrated wavelengths, respectively for QCL 1 and QCL 2. While the absolute wavelength indicated by the laser was found to drift slightly, the linearity of the relative wavelength was found to be stable.

When tuned rapidly, a wavelength reference pulse was generated every 0.5 cm$^{-1}$ and recorded alongside the detector signals. The fixed-wavelength for each ‘micro-hop’ was determined by linearly interpolating the wavelength reference pulse signal at the timing of each step-like rise observed in the laser intensity. The average intensity during each individual ‘micro-hop’ was used in determining the absorbance at the corresponding wavelength.

To assign an absolute wavelength to the measured spectra and correct any drifts in the absolute value of the output wavelength provided by the laser system, a known reference spectrum was measured simultaneously during every shock tube experiment using the configuration detailed in Fig. 2 and Section 2.2. The room-temperature wavelength reference cell provided an absorption spectrum with several strongly absorbing peaks with center wavelengths known to within 0.06 cm$^{-1}$ [10]. To ensure absolute wavelength accuracy in the region of greatest interest, a single prominent reference feature nearest the ethylene band peak was used to assign absolute values to the well-known relative wavelength values during tuning. In the case of QCL 1, the ethylene peak at 949.35 cm$^{-1}$ was used for absolute wavelength correction. For QCL 2, the prominent propene peak at 912.58 cm$^{-1}$ was used. Comparing the resulting calibration to the known locations of other prominent peaks observed in the reference cell mixture of ethylene, propene, and benzene, wavelength discrepancies of less than ±0.1 cm$^{-1}$ were observed over the range of the scan. To ensure that the accuracy of the measured spectra were not influenced by small absolute wavelength drifts, the above calibration was performed during each shock tube experiment.

### 2.4. Absorption cross section and wavelength validation

Validation of the measurement methodology was performed at room temperature and atmospheric pressure where the results may be compared to the PNNL Southwest Infrared database [10]. Fig. 3 presents this comparison for propene. As can be observed, the expected cross section values are faithfully reproduced with residuals not generally exceeding ±10% and major peak locations correctly located within ±0.15 cm$^{-1}$. Additionally, the measured integrated cross section over the range of wavelengths in the figure is 5.9% lower than that calculated for the PNNL Southwest Infrared database. These discrepancies are within expectation given that the PNNL reference spectra have a smaller spectral interval of 0.06 cm$^{-1}$ and larger instrument resolution of 0.112 cm$^{-1}$ enabling narrow spectral features to be more reliably captured in comparison to the measured results [10]. At higher temperatures and pressures, line broadening mitigates the need for a smaller spectral interval.

Additional validation of the absorption cross section measured by the EC-QCL was provided during every shock tube experiment by the co-planar CO$_2$ laser operating at 949.49 cm$^{-1}$. As demonstrated in Fig. 4, the measured absorbance on both lasers agree at the moment the EC-QCL tunes to the CO$_2$ laser wavelength.

### 2.5. Experiment test time

The duration of the test time available for the measurement of absorption cross sections in a shock tube experiment is dependent upon the nominal temperature and pressure conditions as well as the mixture composition. Fig. 4 presents the time-dependent characteristics of a low-temperature and a high-temperature test condition employed in the investigation of the C$_2$H$_4$ absorption cross section. For each condition, the pressure time-history measured at the measurement plane is given. Within the test time, the standard deviation of the pressure was observed to be less than 1.5%. A conservative cut-off threshold of 100 μs prior to a pressure change exceeding ±2.5% provides the primary criteria for the end of the test time. For the low-temperature and high-temperature conditions presented here, the test times were 8.6 and 3.0 ms, respectively.

Given the increasing rate of decomposition with temperature for species of interest, deviations in temperature and composition must also be considered when interpreting the measured absorption spectra and defining the serviceable test time. Fig. 4 includes the absorbance time-histories measured by both the scanned-wavelength EC-QCL and the fixed-wavelength CO$_2$ laser. The fixed-wavelength absorbance measurement allows the target species (C$_2$H$_4$) concentration to be monitored throughout the experiment. As illustrated in the figure, at low temperatures the absorbance, and thus concentration, was stable throughout the test time, while at high-temperatures the concentration was rapidly decreasing. For the high-temperature case the absorbance dropped by 50% over the duration of the test time. Decomposition at temperatures appreciably above 1625 K sufficiently curtailed the test time such that measurements were deemed impractical with the presently available wavelength tuning rates.

In addition to decreasing C$_2$H$_4$ concentration, this endothermic decomposition caused the gas temperature to decrease. The calculated variations in temperature due to decomposition are also presented in Fig. 4. The time-dependent temperatures for each condition were determined using the ARAMCOMECH 2.0 C$_2$H$_4$ mechanism in Chemkin-Pro™ version 17.2 [22]. The calculations as-

---

Fig. 3. Comparison of the propene absorption cross section measured at 298 K and 1 atm with the corresponding cross section catalogue in the PNNL Northwest Infrared database [10].
sorbed a constant enthalpy reactor with the pressure time-history defined by the measured values. The initial conditions included a temperature determined by frozen-chemistry shock jump relations and a known mixture composition. In the low-temperature condition, where no appreciable decomposition occurs, the temperature is nominally steady. For the high-temperature condition, the temperature dropped 4.1% over the duration of the test time.

The time-dependent concentration and temperature observed during high-temperature experiments influence the absorbance measured by the scanned-wavelength EC-QCL. In the results presented here, the known time-dependent concentration, as measured by the fixed-wavelength CO₂ laser, is used to correct the absorption cross section for the decreasing C₂H₄ concentration. The modeled temperature time-histories and the temperature-dependent absorption cross sections measured by Ren et al. are used to determine the C₂H₄ concentration throughout the test time [21]. The dependence of the absorption cross section on temperature at other measured wavelengths besides 10.532 μm is not independently known and is the subject of this work, thus the scanned-wavelength cross section values reported in figures here are not corrected for variations in temperature but rather the variation in temperature over the duration of the test time is reported alongside each spectra. In the electronic distribution of these results, the corresponding instantaneous temperature (and pressure) are reported for the measured cross section at each individual wavelength that was investigated.

3. High-T and high-P absorption spectra

3.1. Ethylene

C₂H₄ was the first species to be thoroughly investigated using the methodology described above. This species was selected as the initial target based upon favorable spectroscopic and kinetic characteristics, as well as relevance to numerous fields of study.

First, the absorption spectra of C₂H₄ at high temperatures and pressures is sufficiently broadened that the limited spectral interval of the EC-QCL measurements will capture the dominant features. Smaller molecular species may prove to be challenging with this methodology due to narrow spectral features except at very high temperatures and pressures. C₂H₄ is spectroscopically interesting due to the present lack of high-temperature experimental datasets while still being a sufficiently simple molecule that it has been the subject of recent ab initio modeling efforts at high-temperatures [12]. The measurements presented here serve to appreciably expand the range of temperatures, pressures, and wavelengths for which quantitative experimental C₂H₄ absorption spectroscopy data is available [10,20,21,23–39].

Next, the comparatively slow decomposition rate of C₂H₄ relative to other larger, less stable molecules allows for longer test times at high-temperatures before the test gas concentration is significantly depleted and the temperature perturbed. The well-studied kinetics of C₂H₄ pyrolysis enable high-confidence in predicting the effects of decomposition on the test gas temperature time-history [22].

Finally, C₂H₄ is relevant to a number of areas of research concerned with high-temperature gases. In high-temperature combustion chemistry C₂H₄ is a key intermediate species from fuel pyrolysis and significantly influences subsequent oxidation chemistry [40,41]. Similarly, C₂H₄ is a pyrolysis product of many modern ablative thermal protection systems for atmospheric entry vehicles and influences boundary layer flow fields, kinetics, and radiation [42–44]. Moreover, C₂H₄ is a constituent of the atmosphere of many substellar objects such as brown dwarfs, gas giants, and super-earths [45,46]. In all of these fields, improved high-temperature C₂H₄ spectroscopic data will enable better diagnostic tools and improved understanding of foundational phenomena.

Fig. 5 presents a comparison of the measured absorption cross section of C₂H₄ at 995 K and 2.28 atm to predictions by HITRAN 2016 and the model by Rey et al. for temperatures up to 700 K [8,12]. The measured spectrum is a concatenation of three shock tube experiments in order to span the full wavelength coverage range of both EC-QCL modules (865 to 920 cm⁻¹, 926 to 1089 cm⁻¹, and 1071 to 1178 cm⁻¹, note the gap in laser coverage near 920 cm⁻¹). The variation in the temperature and pressure of the test conditions for the three experiments was ±5 K and ±0.02 atm, respectively. The results demonstrate the shortcomings of applying a room-temperature database, such as HITRAN 2016, at elevated temperatures. The lack of high-J rovibrational transitions leads to a significant underprediction of the strength and breadth of prominent features. Additionally, new spectral peaks that emerge at high temperatures, such as those neighboring the primary peak near 10.532 μm, are missing from the predicted spectra due to the absence of vibrational hot bands from the database.

The accuracy of the Rey et al. 700K model is considerably better at predicting both the cross section amplitude and the discrete high-temperature features within the spectrum. This database incorporates hot bands and a rotational quantum number cutoff of J = 71. This cutoff is sufficient for a fully convergent rotational partition function, and thus a complete line list, for spectrum predictions up to 700 K. However, as stated by Rey et al., a rotational quantum number cutoff of J = 80 – 85 would be required for spectrum predictions at 1000 K [12]. The result of the missing lines
with higher rotational numbers presumably bears out in comparisons to the measurements where the residual is observed to be predominantly negative. These missing lines may also account for the observation that the integrated cross section of the model over the measurement wavelength range of 864.9 to 1178.2 cm\(^{-1}\) is 13.6% smaller than that of the measurements. Overall, the model is a substantial improvement over those previously available and in this high-temperature case provides predictions with a residual generally less than ±30% relative to the measured cross section. Measurements of the C\(_2\)H\(_4\) absorption cross section were performed at a range of temperatures and pressures presented in Figs. 6 and 7, respectively. The spectra presented in these figures each represent a single shock tube experiment; however, multiple repeated experiments were performed to ensure consistency in the observed spectra. The inset in each figure provides a detailed view of the \(v_7\) vibrational band peak near 10.532 μm.

In Fig. 6, five temperatures from 811 to 1622 K were measured near 2 atm. The available test time in a shock tube is inversely related to the test gas temperature. Correspondingly, the available scan range in a single experiment is reduced with increasing temperature. This can be observed in the figures. As discussed in Section 2.5, decomposition is a concern at high temperatures. 1622 K was the only temperature for which appreciable decomposition was observed with a corresponding temperature drop of 4.1% over the duration of the test time. All other conditions experienced minimal decomposition with less than 0.6% temperature drop over the duration of the test time. As expected, significant weakening of the absorption cross section and smoothing of individual features was observed with increasing temperature.

In Fig. 7, four pressures from 1 to 5 atm were measured near 1000 K. These results demonstrate the relative pressure insensitivity of the spectra at high temperatures. Prominent spectral features were smoothed with increasing pressure but the local absorption strength remains largely unchanged. This indicates that small variations in pressure during the shock tube test time or between experiments have little effect on the observed spectra.

### 3.2. Illustrative spectra

In addition to the measurement of the C\(_2\)H\(_4\) absorption cross section at a range of temperatures and pressures, the methodology was applied to several additional species as an illustration of the potential of this approach to generate a new database of high-temperature absorption spectra. Fig. 8 presents measurements of the absorption cross sections of propene (C\(_3\)H\(_6\)), 1-butene (1-C\(_4\)H\(_8\)), 2-butene (2-C\(_4\)H\(_8\)), 1,3-butadiene (1,3-C\(_4\)H\(_6\)), and methanol (CH\(_3\)OH) near 1000 K and 2.3 atm. In general, the current approach may be applied to any infrared-active species under conditions where the salient features may be resolved by the spectral interval of the laser tuning. However, future developments in rapid-tuning, broad-scan laser systems will inevitably reduce the spectral...
interval, increase the tuning rate, and open new wavelength ranges enabling a greater range of species and conditions.

4. Summary

A methodology has been developed for the measurement of quantitative absorption cross sections for high-temperature and high-pressure gases. The approach leverages the recent development of rapid-tuning, broad-scan EC-QCLs to take advantage of the short-duration near-ideal high-enthalpy test conditions generated by a shock tube test facility.

Absorption cross section measurements of the $v_2$ fundamental vibrational band of CH$_2$ from 8.5 to 11.7 μm were performed over the temperature range 811 to 1622 K and the pressure range 1 to 5 atm. Additionally, to illustrate the broad range of application, absorption cross section measurements for propene, 1-buten, 2-buten, 1,3-butadiene, and methanol near 1000 K and 2.3 atm were presented.

Using presently available rapid-tuning, broad-scan EC-QCL systems, the methodology is applicable to any infrared-active species with absorption in the wavelength range of approximately 4 to 12 μm. This range of wavelengths is rapidly expanding with emerging laser technologies and full coverage of the molecular rovibrational spectrum with broadband, rapid-tuning lasers is anticipated. Shock tubes conceivably permit this methodology to be applied to maximum temperatures and pressures in excess of 10000 K and 1000 atm.

In use, quantitative high-temperature absorption spectra over a wide range of wavelengths could service a need for validation targets in the development of high-temperature empirical and ab initio spectral models (emission and absorption). Additionally, the data could be employed in the interpretation of spectroscopic observations and the development of laser absorption spectroscopy sensors.

Overall, the methodology presented here provides an avenue to significantly expand upon existing experimental spectroscopic databases with a new range of previously impractical temperatures and pressures.
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