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We report on the development of a new sensor for NO2 with ultrahigh sensitivity of detection. This has
been accomplished by combining off-axis integrated cavity output spectroscopy (OA-ICOS) (which can
provide large path lengths of the order of several kilometers in a small volume cell) with multiple-line
integrated absorption spectroscopy (MLIAS) (where we integrate the absorption spectra over a large
number of rotational–vibrational transitions of the molecular species to further improve the sensitivity).
Employing an external cavity quantum cascade laser operating in the 1601–1670 cm−1 range and a high-
finesse optical cavity, the absorption spectra of NO2 over 100 transitions in the R band have been re-
corded. From the observed linear relationship between the integrated absorption versus concentration
of NO2 and the standard deviation of the integrated absorption signal, we report an effective sensitivity of
detection of approximately 28ppt (parts in 1012) for NO2. To the best of our knowledge, this is among the
most sensitive levels of detection of NO2 to date. © 2011 Optical Society of America
OCIS codes: 010.1120, 010.0280, 140.5965.

1. Introduction

The real-time detection of trace gases in the parts-
per-billion (ppb, parts in 109) and parts-per-trillion
(ppt, parts in 1012) levels is of great interest in a wide
range of fields, including environmental science and
air quality control {e.g., for compliance with Environ-
mental Protection Agency (EPA) regulations [1,2]},
defense and homeland security (e.g., for the detection
of trace amounts of explosive compounds [3]), medi-
cal diagnostics [4], detecting trace impurities in the
semiconductor industry [5], and optimizing combus-
tion processes and minimizing pollution emissions
[6], to name a few. Laser-based techniques are well
suited for trace gas detection because of their ability
to provide real-time monitoring capabilities with a
high degree of sensitivity and selectivity. In particu-

lar, quantum cascade lasers (QCLs) (which emit in
the mid-infrared region covering 4–24 μm) are espe-
cially attractive for this task, because they provide
access to the fundamental rotational–vibrational
transitions of molecular species [7–9]. QCLs have
been used to detect several trace gasses, including
CO, CO2, NO, NO2, NH3, CH4, and N2O [7–9], as well
as explosive compounds such as TNT [3]. A reliable
NO2 monitor capable of high sensitivity and selectiv-
ity would be valuable for monitoring atmospheric
air quality (to meet EPA air quality standards
[1,2] and monitor the formation of photochemical
smog, tropospheric ozone, and automobile and indus-
trial emissions) as well as for the real-time study of
the complex photochemical reactions that the NOx
gases undergo in the atmosphere.

A variety of spectroscopic techniques have been de-
veloped for detection, each having its own merits and
limitations. The spectroscopic techniques that are
commonly employed include absorption spectroscopy
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using long path-length absorption cells such as mul-
tipass and Herriott cells; optical cavity methods (cav-
ity ring-down spectroscopy, off-axis integrated cavity
output spectroscopy); photoacoustic and quartz-
enhanced photoacoustic spectroscopy; and Faraday
rotation spectroscopy. Various data processing and
analysis procedures have been applied, such as
frequency modulated spectroscopy techniques to
improve the signal-to-noise ratio and multiple-line
integrated absorption spectroscopy to improve the
sensitivity of detection. The current status of much
of this work was presented in the recent review arti-
cles by Tittel et al. [8], Curl et al. [9], and Rao and
Karpf [10].

External cavity tunable QCLs are quite compact,
operate at room temperature, have long operating
lifetimes, require low power levels for operation, pro-
vide reasonably high output powers with a narrow
laser linewidth, and can be operated over a wide tun-
ing range (hundreds of wavenumbers), which make
them well suited for trace gas monitoring applica-
tions in real time. Trace gas detection using laser ab-
sorption spectroscopy is based on recording the
change in intensity of laser radiation as it passes
through a region containing the sample of interest.
In this technique the laser is tuned across specific
molecular transitions of interest, the spectra are
synchronously added and averaged, and either com-
pared with molecular cross-section data or secondary
calibration procedures are employed to obtain the
concentrations. In order to detect very low concentra-
tion species in the ppb level or lower, one would em-
ploy multipass cells to increase the path length and
improve the sensitivity of detection. Using multipass
optical cells, one can reach path lengths in the hun-
dreds of meters range; however, the volume of these
cells is large (typically about 1 liter). The main diffi-
culty with multipass cells is that they are bulky, in-
volve careful cavity adjustments, and are sensitive to
vibrations, which are potential limitations for field
applications. Fabry–Perot optical cavities provide
long path lengths of the order of several kilometers
in a small effective volume [11–14]. In this technique,
the laser is coupled to a high finesse optical cavity
(formed by highly reflective, low-loss dielectric mir-
rors) so that a large amount of light energy builds
up within the cavity. In cavity ring-down spectro-
scopy (CRDS), one interrupts the laser beam and
measures the exponential decay of the light exiting
the cavity (cavity ring-down time) with and without
the gas sample.While CRDS offers high sensitivity of
detection and provides an absolute value of the ab-
sorption coefficient (i.e., no need for secondary cali-
bration procedures), it is susceptible to vibrations
and requires stringent cavity resonance conditions.
An additional limitation to CRDS is its dependence
on high-speed detection electronics due to the short
time scale of most cavity ring-down (CRD) decays. In
the present work, we employ off-axis integrated cav-
ity output spectroscopy (OA-ICOS), which typically
provides path lengths of the order of several kilom-

eters. In this technique, we align the laser in an off-
axis configuration with the high finesse optical cavity
to generate a high density of transverse cavity
modes. We dither the cavity length and simulta-
neously modulate the laser to randomize the modes
and record usable spectra. The OA-ICOS technique
is particularly attractive for trace gas sensors, be-
cause the system does not involve the complex cavity
locking mechanisms or stringent resonance condi-
tions necessary in CRDS experiments, is less sensi-
tive to vibrations, and does not require high-speed
electronics. The off-axis arrangement allows a range
of laser input directions compared to a single normal
incidence condition that is necessary for the cavity
resonance condition. When using external cavity
QCLs, OA-ICOS offers an additional advantage over
CRDS in that it is less susceptible to problems re-
lated to optical feedback and the associated laser out-
put instabilities [15]. As discussed in our recent
paper, optical feedback [15] is a major problem in
mid-infrared laser-based work since optical isolators
are not commercially available in this region.

In the present work, we coupled OA-ICOS with
multiple-line integrated absorption spectroscopy
(MLIAS) [16,17] recently proposed by us. In this tech-
nique, instead of monitoring a single absorption peak
as is traditionally done, we scan the laser over a large
number of rotational–vibrational transitions and
take the sum of the areas of all the absorption peaks
(after subtracting the background) for sensitivity
measurements. Employing this method, the sensitiv-
ity of detection can be significantly improved.

2. OA-ICOS

In cavity enhanced absorption spectroscopy techni-
ques, one employs a tunable laser and a high finesse
optical cavity and observes the cavity output while
tuning the laser over the wavelength range of inter-
est [11,12]. These techniques are known in the litera-
ture as integrated cavity output spectroscopy (ICOS)
[11] and cavity-enhanced absorption spectroscopy
[12]. In OA-ICOS [13], the laser is aligned in an
off-axis configuration to create an extremely dense
population of optical modes within the cavity that ap-
proaches a continuum. The continuum of modes en-
ables us to average the cavity transmission spectrum
more effectively, resulting in a significant improve-
ment in the sensitivity of detection [18].

In CRDS the optical cavity is carefully aligned
such that the TEM00 mode is dominant. This is ac-
complished by aligning the laser beam so that it co-
incides with the cavity axis. As one tunes the laser
and the resonance condition is satisfied, the cavity
output is characterized by sharp spikes separated
by the free spectral range (FSR) of the cavity; the
width of the spike depends on the cavity finesse.
In the case of OA-ICOS, the laser beam is incident
at a small angle with respect to the cavity axis, re-
sulting in a large number of cavity modes including
TEM00;TEM01;TEM02;…TEMmn. The cavity trans-
mission spectra thus consists of a large number of
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spikes at frequencies corresponding to the different
modes. The intensity of the transmitted peaks de-
pends on the overlap between the laser and the cav-
ity modes. As we go to higher modes (TEMmn), the
cavity FSR gets (nþm) times smaller compared to
the TEM00 mode, and the density of modes increases
[19]. In OA-ICOS, we carefully misalign the cavity
such that the density of cavity modes becomes higher
and approaches a continuum of modes. At the same
time we make sure that the beam undergoes a large
number of reflections in the cavity thus ensuring a
long path length before the reentrant condition is
reached. Ideally, when a continuum of modes is
achieved, the intensity of the light exiting when a
laser is tuned should not depend on the laser’s fre-
quency. Thus, if an absorbing gas species is present
in the cavity, the drops in the intensity of light exit-
ing the cavity represent the absorption spectra spe-
cific to the species. The signal-to-noise ratio of a
single scan spectrum is often not satisfactory because
the cavity modes are not completely random, result-
ing in mode noise. Therefore, dithering one of the
mirrors of the cavity and/or modulating the laser fre-
quency and averaging over multiple scans effectively
randomizes the mode structure and thus signifi-
cantly improves the signal-to-noise ratio. This re-
sults in transmission spectra that correspond to
the characteristic absorption lines of the gas species
[19,20].

A variety of cavity configurations can result in
stable off-axis path lengths through a cavity. For a
two mirror cavity with spherical mirrors, the
experimental arrangement must satisfy the stability
condition [21]:

0 ≤

�
1 −

L
R1

��
1 −

L
R2

�
< 1; ð1Þ

where L is the mirror spacing (50 cm). We used
two spherical mirrors with identical radii of
curvatures (R1 ¼ R2 ¼ 1m) and reflection coeffi-
cients R ¼ 0:9998.

For a cw laser, under steady-state conditions, the
intracavity power may be written as [13]

I ¼ I0CpT

2ð1 − RÞ ; ð2Þ

where I0 is the incident laser intensity, Cp is the cav-
ity coupling parameter (it has a value between 0 and
1 and can reach 1 for a well-matched TEM00 mode),R
is the reflectivity of the mirrors (assumed constant
for both the mirrors), and T is the transmission coef-
ficient of the mirrors (again assumed constant for
both the mirrors).

When a weakly absorbing medium is placed
between the mirrors, R is replaced with an effective
reflectivity R0 [13]:

R0 ¼ Re−αðνÞL; ð3Þ

where αðνÞL is the absorbance of the medium in the
cavity. Equations (2) and (3) show that the absor-
bance information is contained in the steady-state in-
tracavity intensity and thus can be measured via the
light exiting the cavity. The change in the steady-
state output of the cavity due to the presence of
the absorbing species in the cavity may be expressed
in the form [13]

ΔI
I0

¼ GA
1þGA

; ð4Þ

where A ¼ 1 − e−αðνÞL and G ¼ R=ð1 − RÞ. Therefore,
for weak absorption, the cavity provides a large lin-
ear gain in the absorption signal. For trace gas spe-
cies, GA ≪ 1. Thus GA can be neglected in the
denominator of Eq. (4) and may be rewritten in
the form

I0ðνÞ − IðνÞ
I0ðνÞ

¼ αðνÞL
ð1 − RÞ : ð5Þ

The relative change in the laser intensity is di-
rectly proportional to the absorption coefficient
and hence the number density of the trace species.
The presence of the (1 − R) term in the denominator
gives a large enhancement in the signal compared to
single-pass absorption. We recorded the ICOS stea-
dy-state cavity output intensity as a function of
the laser frequency as we tuned the laser.

3. MLIAS

As the laser is tuned across a transition, the trans-
mitted laser intensity is a function of frequency ν
given by Beer’s law:

IðνÞ ¼ I0ðνÞe−αðνÞL; ð6Þ
where I0 is the incident laser intensity, L is the op-
tical path length, and αðνÞ is the absorption coeffi-
cient at frequency ν [22]. In the low-concentration
regime (where αðνÞL ≤ 0:05) one can approximate
Eq. (6) as

IðνÞ ¼ I0ðνÞ½1 − αðνÞL�: ð7Þ
The sensitivity of a spectrometer is often deter-

mined by taking the ratio of the amplitudes of the
absorption line to that of the noise level.

Using an absorption line’s amplitude to detect a
species, however, neglects the width of the line and
as a result gives the same intensity for both broad
and narrow lines with the same amplitude. For ex-
ample, even though a sample of NO2 at 600mbars
has 12 times more molecules than the same sample
at 50mbars, its absorption spectrum shows only
about a 25% enhancement in peak absorption: The
majority of additional absorption manifests itself
in the broadening of the lines [16]. As a result, when
dealing with broadened lines, a more accurate mea-
sure of the absorption intensity can be achieved by
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using the area under the absorption curve instead of
the amplitude. Assuming that αðνÞL is small (as is
typically the case with trace gas detection), the inte-
grated absorption may be written as

S ¼
Z

αðνÞLdν: ð8Þ

For a single transition, the absorption coefficient
αðνÞ ¼ σðνÞN [where σðνÞ is the cross section and N
is the concentration]. The cross section depends on
the Einstein A coefficients of the levels and the sta-
tistical weight factors. The integral is to be carried
out over Doppler and collisional broadened line-
shape functions. Thus, the integrated absorption is
proportional to the concentration N. While each of
the absorption peaks is a complex function as de-
tailed above, one can define an experimental param-
eter ST, which is equal to the number density Ni
multiplied by the sum of the areas under the differ-
ent absorption peaks. Based on this, it has been
shown that the sum of the areas of a set of absorption
lines varies linearly with concentration, and conduct-
ing trace gas detection by integrating over multiple
absorption lines can enhance the sensitivity of a de-
tection by over 1 order of magnitude [16]. The sum of
the areas of multiple absorption lines may be defined
as the experimental parameter ST and measured for
different concentrations of the target species:

ST ¼
X
i

Z
αiðνÞLdν: ð9Þ

Here αiðνÞ is the absorption coefficient of the ith
transition of the target species, and the summation
is over all transitions within the selected tuning
range of the detector. Using precalibrated reference
mixtures of the desired gas, one can define an ST ver-
sus a concentration curve that characterizes a parti-
cular experimental apparatus (e.g., this would take
into account the optical path length L, the tuning
range, and other equipment-related factors, as well
as the Einstein A coefficients, the statistical weight
factors, the Doppler, and the collisional broadened
absorption lines). One can then identify unknown
concentrations of the species by recording their ST
and identifying their corresponding concentrations
on this chart.

This procedure enhances the sensitivity of detec-
tion in three ways. The first enhancement is due
to the summing of the areas under many spectral
lines (which boosts the magnitude of the recorded
signal). The second enhancement is from the fact
that the integration has the effect of averaging the
random components of the noise. Because of the fact
that these data are acquired in a single scan (which
can take less than a second), this effective averaging
of the noise occurs in a shorter time span than would
be the case for averaging the signal by adding re-
peated fast scans. The sensitivity is further enhanced
over standard laser absorption techniques in that

one is not limited to working in the low-pressure re-
gime (i.e., there is no need to resolve the lines indi-
vidually). This procedure is particularly valuable for
molecules that have a large number of transitions
grouped together.

4. Experimental Details

We carried out ICOS of NO2 using a continuous wave
QCL purchased from Daylight Solutions (Model
TLS-CW-MHF). The QCL used an external cavity
(comprising a diffraction grating aligned in a Littrow
configuration) to provide a wide range of mode-hop
free tuning (1604 to 1670 cm−1) and a narrow line-
width (∼0:001 cm−1), which is well suited for spectro-
scopic measurements. The laser power varied as a
function of tuning, with a minimum output power
of 14mW at 1604 cm−1, and a maximum of 21mW
at 1640:4 cm−1. The output power at 1656 cm−1 (the
frequency at which we conducted the present mea-
surements) was 17mW. The laser could be tuned
using three different methods. Coarse tuning (over
the entire range of the QCL) was accomplished using
a stepper motor to rotate the diffraction grating. A
piezoelectric transducer (PZT) allowed for fine tun-
ing of the diffraction grating over a 2 cm−1 range.
Additionally, high-frequency tuning over a smaller
1 cm−1 range was available via current modulation.
In the reported work, the stepper motor was used to
tune the laser to the desired spectral region, and a
triangle wave from a Stanford Research Systems
DS345 function generator was used to drive the PZT
and tune the laser over a 2 cm−1 range at a frequency
of 3Hz.

The experimental cell was constructed using
components and mirrors purchased from Los Gatos
Research. The cell was 50 cm long, had mirrors with
a radius of curvature of 1m, and a reflectivity of
99.98% at 1650 cm−1. The cell was connected to a va-
cuum system that allowed it to be loaded with differ-
ent concentrations of the sample species (see Fig. 1).

Phase-sensitive detection was done using an In-
traAction model AGM-402A6/11 acousto-optic modu-
lator (AOM) to chop the QCL beam at a frequency of
5kHz. Light exiting the experimental cell was fo-
cused onto a detector using an off-axis paraboloidal
reflector. The signal was detected using a two-stage,
TE-cooled, IR photovoltaic detector (PVI-2TE-8
manufactured by Vigo), which was operated in a
room-temperature environment. The detector was
optically immersed in a high refractive index, hyper-
hemispherical lens. The detector signal was fed to a
lock-in amplifier (Stanford Research Systems SR830
DSP). The lock-in time constant was set to 3ms. The
signal from the lock-in was fed to a scaling amplifier
(Stanford Research Systems SIM983) and then to a
Tektronix DPO3034 digitizing oscilloscope. The oscil-
loscope output was fed to a PC via USB connection
and recorded using Tektronix software.

The AOM chopping frequency for lock-in detection
was selected such that the duration of each pulse was
much longer than the ring-down time and thus did
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not interfere with the averaging of the cavity output
for ICOS (i.e., in the absence of additional laser mod-
ulation, the pulse duration was selected to be long
enough for the intracavity intensity to achieve the
steady-state condition). To accomplish this, we first
measured the ring-down time for the empty CRD cell
by precisely aligning the cavity mirrors with the in-
coming QCL beam to form a standing wave. This
resulted in a large energy buildup within the cavity.
The input light was interrupted using the high-speed
AOM chopper, and the exponential decay time of the
light exiting the cavity (known as the ring-down
time) was measured. For an empty cavity, the ring-
down time depends on the reflectivity of the mirrors,
and is given by

τ0 ¼ L
cð1 − RÞ ; ð10Þ

where R is the mirror reflectivity, and L is the
distance between the cavity’s mirrors. The ring-
down time for the CRD cell was measured to be
8:7� 0:15 μs, which corresponded to the mirrors’ sta-
ted reflectivity of 99.98%. The chopping frequency of
5kHz was selected such that the duration of a pulse
was over an order of magnitude longer than the ring-
down time. The signal-to-noise ratio of the ICOS sig-
nal was tested for a variety of chopper frequencies
between 1 and 20kHz, with the optimal signal-to-
noise ratio occurring at approximately 5kHz.

The off-axis ICOS alignment did not result in a
continuum mode structure (due to incomplete aver-
aging of the cavity modes) and resulted in mode noise
in the ICOS spectrum. Removal of the mode noise
required further averaging by modulating both the
laser frequency and the CRD cell length. The modu-
lation frequencies were chosen such that the overlap
time of the laser line with the cavity resonance (i.e.,

the time during which laser is coupled to the cavity)
is insufficient for the cavity to reach the saturation
resonance condition [11]. Using the linewidth of
the Daylight Solutions QCL (Δν ∼ 40MHz) and the
FSR of the cavity ring-down cell (300MHz), we cal-
culated that modulating the laser at a frequency of
50kHz would result in the laser being coupled to the
cavity resonance for about one third of a ring-down
time during each sweep. This was done by feeding
a sine wave generated using a Stanford Research
Systems model DS345 function generator into the
current modulation input on the Daylight Solutions
QCL head. The amplitude of the sine wave was cho-
sen such that modulation of the laser line spanned
one FSR of the CRD cell. The CRD cell length was
modulated at a frequency of 300Hz to further rando-
mize the mode structure. This was accomplished by
feeding a sine wave generated using another DS345
function generator to drive a Thorlabs model
MDT693A piezo controller, which modulated a PZT
connected to one of the mirrors in the CRD cell.
The amplitude selected for the 300Hz sine wave cor-
responded to modulating the CRD cell over one FSR.
The signal-to-noise ratio was tested for a variety of
laser modulation frequencies (between 10kHz and
1MHz) and a variety of CRD cell length modulation
frequencies (between 10 and 500Hz), with the opti-
mal signal occurring for the values specified above.

The NO2 mixtures were prepared by loading the
experimental cell with a precalibrated mixture of
NO2 in zero air (a mix of 20.9% O2 and 79.1% N2).
The precalibrated NO2 mixture had a concentration
of 5 parts in 106 (ppm) and was certified by Gasco Af-
filiates, LLC to �10% of the specified concentration.
The concentrations used in the experiment were cre-
ated by loading the cell with the 5ppm mixture to a
certain pressure and then adding zero air to increase
the pressure to the desired final value (1000mbars).
For example, a 250ppb concentration was generated
by first loading the experimental cell with 50�
10mbars of the precalibrated 5ppm mix of NO2 be-
fore additional zero air was added to reach a final
pressure of 1000� 100mbars. Because of limitations
in the accuracy of our vacuum/mixing apparatus, the
concentrations prepared are expected to be accurate
to �20% (e.g., a 250ppb concentration mixture is ex-
pected to contain between 200 and 300ppb NO2). The
mixing apparatus was tested by generating several
concentrations of NO2 and comparing the recorded
absorption spectra with simulated spectra generated
using the HITRAN database [23] and the SPECTRA
software developed by Mikhailenko et al. [24]. This
confirmed that the mixtures were within the ex-
pected uncertainty.

Because of the limitations of our gas mixing appa-
ratus, we were unable to reliably mix concentrations
lower than about 100ppb and thus simulated lower
concentrations of NO2 by conducting ICOS on a set of
absorption lines whose multiple-line integrated
absorption signal was 160 times weaker than the
signal calculated for the strongest lines in the NO2

Fig. 1. Schematic of the experimental setup used for multiple-
line integrated absorption spectroscopy employing ICOS for the
trace detection of NO2.
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R branch. The strongest lines in the R branch are lo-
cated in the region between 1629.7 and 1631:7 cm−1

and comprise nearly 200 closely spaced transitions.
The peak absorption in this region is due to two very
closely spaced doublets located at approximately
1630:33 cm−1; all four lines in these doublets are
grouped within 0:003 cm−1 (the doublets are identi-
fied in Table 1). The lines used for the reported work
were located between 1655.3 and 1657:3 cm−1 (see
Fig. 2). They comprise approximately 115 closely
spaced transitions, of which 34 could be said to con-
tribute significantly to the spectrum (i.e., have tran-
sition strengths over 10% that of the strongest
transition selected in the tuning range). Table 2
identifies the seven strongest doublets that contri-
bute to absorption in the target region. The compar-
ison of the strengths of the multiple-line integrated
absorption signal from the strongest lines in the NO2
R branch and the multiple-line integrated absorption
signal from the weaker target region was carried out
using simulated spectra generated using the HI-
TRAN database [23] and the SPECTRA software
[24]. By conducting ICOS on this weaker region, the
effective concentrations of NO2 of the mixtures used
for the reported work were 11:9ppb, 8:4ppb, 6:3ppb,
4:7ppb, 3:1ppb, and 1:6ppb.

There were two main factors that needed to be con-
sidered for the selection of a region to carry out trace
gas detection using MLIAS: (1) select a region with a
strong dense spectrum, and (2) select a region free
from interference due to other species. As mentioned
above, the region used for this work (1655.3 to
1657:3 cm−1) contained about 115 closely spaced lines
and thus met the first requirement. A review of the
component species present in the atmosphere and
the species included in the HITRAN database [23,25]
showed that only H2O and NH3 have transitions in
this region that were potentially strong enough to
cause interference. However, the effects of NH3 in
the reported work could be ignored due to the follow-
ing reasons: (1) the expected concentration of NH3 in
ambient air (away from significant forest, industry,
or farm sources) is in the 100ppt–10ppb range
[26,27]; (2) purified NO2 samples mixed with zero
air used in the present experiments have insignifi-
cant amounts of NH3; (3) the 1m beam path from
the laser to the experimental cell is 3 orders of mag-
nitude shorter than the effective beam path in the
CRD cell; (4) there are an order of magnitude fewer
NH3 transitions than NO2 transitions in the target

region (between 1655.3 and 1657:3 cm−1). We expect
that the contributions to the observed signal from
NH3 are several orders of magnitude smaller than
the signal from NO2 and remain constant for all the
NO2 concentration measurements reported (since
NH3 contribution would be only from the ambient
air outside the cell). Therefore, the effect of NH3 in
the present measurements can be neglected. It
should be noted that the contributions from NH3
can be neglected even if one were to monitor NO2
in ambient air. In this case, one would investigate
the absorption of the intense R-band transitions,
the intensity of which are over an order of magnitude
larger than the most prominent transitions of NH3 in
that region, and the number of NO2 transitions are
over a magnitude larger than the number of NH3
transitions in the same region.

The strength of the water lines, however, necessi-
tated that we select a region in which they did not
significantly interfere with recording NO2 spectra.
Figure 3 shows a simulated spectrum illustrating

Fig. 2. Simulated absorption spectrum of NO2 (500ppb concen-
tration, 2000m path length, pressure ¼ 1000mbars) covering
the 1655:3 cm−1 to 1657:3 cm−1 region. Included in this figure is
a “stick” spectrum identifying the individual transitions (and their
relative strengths) that lead to the absorption spectrum. It should
be noted that transitions that appear to be represented by dark
bars are actually very closely spaced doublets.

Table 1. Spectral Line Parameters from HITRAN [23] for the
Major NO2 Doublets That Are Responsible for the

Peak Absorption in the R Branch

Central
Frequency
of Doublet
(cm−1)

Upper State
ð ν1 ν3 ν3 Þ-
ðN 0 K 0

a K 0
c Þ

Lower State
ð ν1 ν3 ν3 Þ-
ðN 00 K 00

a K 00
c Þ

1630.326 ð 0 0 1 Þ-ð 17 1 16 Þ ð0 0 0 Þ-ð16 1 15 Þ
1630.328 ð 0 0 1 Þ-ð 17 0 17 Þ ð0 0 0 Þ-ð16 0 16 Þ

Table 2. Spectral Line Parameters from HITRAN [23] for the Strongest
NO2 Doublets in the Target Region (between 1655:3 cm−1 and

1657:3 cm−1)

Central
Frequency
of Doublet
(cm−1)

Upper State
ð ν1 ν3 ν3 Þ-
ðN 0 K 0

a K 0
c Þ

Lower State
ð ν1 ν3 ν3 Þ-
ðN 00 K 00

a K 00
c Þ

1655.315 ð 0 0 1 Þ-ð 58 1 58 Þ ð0 0 0 Þ-ð57 1 57 Þ
1655.456 ð 0 0 1 Þ-ð 57 1 56 Þ ð0 0 0 Þ-ð56 1 55 Þ
1655.563 ð 0 0 1 Þ-ð 57 2 55 Þ ð0 0 0 Þ-ð56 2 54 Þ
1655.894 ð 0 0 1 Þ-ð 59 0 59 Þ ð0 0 0 Þ-ð58 0 58 Þ
1656.301 ð 0 0 1 Þ-ð 60 1 60 Þ ð0 0 0 Þ-ð59 1 59 Þ
1656.410 ð 0 0 1 Þ-ð 59 1 58 Þ ð0 0 0 Þ-ð58 1 57 Þ
1656.596 ð 0 0 1 Þ-ð 59 2 57 Þ ð0 0 0 Þ-ð58 2 56 Þ

1920 APPLIED OPTICS / Vol. 50, No. 13 / 1 May 2011



where the water lines (due to ambient water vapor in
the beam path leading to the experimental cell) over-
lap and thus overwhelm any potential NO2 signal in
the target region. Because of the broad width and
tails of these water lines, our ability to record rela-
tively weak NO2 spectra was limited to the
region between 1655 and 1660 cm−1. As mentioned
earlier, the PZT tuning characteristics of the laser
limited our tuning range to 2 cm−1; thus, we pro-
ceeded with selecting a 2 cm−1 region within this
range. The 1655.3 and 1657:3 cm−1 region was se-
lected, because it was far enough from the strong
water line at 1654:5 cm−1 [due to the transition
between the ð 0 1 0 Þ-ð 5 2 3 Þ and ð 0 0 0 Þ-
ð 5 1 4 Þ levels] to avoid interference, yet included
NO2 lines that were not too weak [23]. The two water
lines that were in the target region [located at 1656.3
and 1657:1 cm−1, due to the transitions between the
ð 0 1 0 Þ-ð 6 4 3 Þ and ð 0 0 0 Þ-ð5 5 0 Þ
levels and the ð0 1 0 Þ-ð6 4 2 Þ and ð0 0 0 Þ-
ð 5 5 1 Þ levels, respectively] were weak enough
that they did not overwhelm the NO2 signal. Addi-
tionally, since the water vapor in the beam path lead-
ing to the experimental cell remained constant for all
NO2 concentrations used, the effects of these water
lines were subtracted from the recorded NO2 signal
(as part of the 0ppm background measurement
discussed in Section 5).

We have not directly accounted for water vapor
continuum absorption effects. However, it should
be stated that the line positions and line intensities
calculated using the HITRAN data agreed well with
the experimental results. The strength of the water
lines was selected to match typical conditions in the
midlatitude United States during the winter months
(the water vapor density used was 3:46 g=m3, which
corresponds to a relative humidity of 68% at 1 °C, and
is the average relative humidity in Washington, D.C.
in January) [28]. The strength and width of the water
lines in the simulation were calibrated to match our
experimental apparatus (which had a roughly 1m
path from the laser to the experimental cell).

It is important to note that the reported work used
mixtures of NO2 with zero air (a dehumidified, simu-
lated air mixture); thus, the steps to avoid the effects
of water lines described above pertain only to water
vapor present in the beam path leading to the experi-
mental cell. A complication that would need to be ad-
dressed before developing this into a field-deployable
instrument therefore would be the interference due
to water vapor in atmospheric NO2 samples. Ambi-
ent air samples would contain high enough levels
of water vapor such that the water lines in the region
around the NO2 lines would completely mask any
NO2 signature (i.e., the water lines are strong en-
ough to result in 100% absorption over the path
lengths typical for an ICOS-based apparatus). As a
result, dehumidification would need to be performed
on samples prior to measurement. Eliminating water
vapor in the atmospheric air sample without chan-
ging the concentration of highly reactive NO2 pre-
sent in traces can be a major challenge, and this is
likely to involve elaborate experimentation.

To maximize the integrated signal, the NO2
concentrations were maintained at a pressure of
1000� 100mbars. Data from 128 scans were aver-
aged using the on-board memory of a Tektronix
DPO3034 digitizing oscilloscope. The oscilloscope
output was fed to a PC via USB connection and
recorded using Tektronix software.

It is important to note that, in this demonstration
of the technique, there was a potential complication
introduced by integrating over a fraction of the R
band: integrating over the tail of the band could
make the strength of the observed lines dependent
on the sample’s temperature and pressure. As pre-
viously mentioned, however, the samples were main-
tained at a constant pressure of one atmosphere. In
order to minimize the adsorption of NO2 onto the cell
walls and CRD mirrors, the apparatus was heated
and maintained at a constant temperature of
approximately 40 °C. As a result, the amplitude of
the NO2 absorption spectra over the target region
(and thus the integrated signal strength asmeasured
by this apparatus) should vary only as a function of
NO2 concentration.

Fig. 3. Simulated H2O and NO2 spectra (at 1000mbars) in the
range 1652 cm−1 to 1664 cm−1. To facilitate seeing the weak NO2

lines in this region and comparing their positions to that of the
H2O lines, a simulated NO2 concentration of 5ppm and a path
length of 1000m were used (this path length is of the order of
the effective path length of the CRD cell used in reported work).
The H2O spectrum was generated to match typical conditions in
the midlatitude United States during the winter months (the time
period during which the reported data were recorded) over a 1m
path (corresponding to the path length from the QCL to the CRD
cell). This spectrum was used to select a region with a dense NO2

spectrum that was free from interference due to water lines. The
region used for the reported work (between 1655:3 cm−1 and
1657:3 cm−1) is highlighted in the chart with a white background.
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5. Results and Discussion

Absorption spectra were recorded for several concen-
trations of NO2: 1900ppb, 1350ppb, 1000ppb,
750ppb, 500ppb, 250ppb, and 0ppb. By recording
the spectra for the weaker lines in the 1655:3 cm−1

and 1657:3 cm−1 region, the effective concentrations
of these mixtures were 11:9ppb, 8:4ppb, 6:3ppb,
4:7ppb, 3:1ppb, 1:6ppb, and 0ppb. The 0ppb spec-
trum was recorded to determine the noise contribu-
tions from all components of the experiment as well
as the contributions from the tails of the water lines
in the region of interest (due to water vapor in the
beam path) and was generated by filling the sample
cell with zero air.

The data from each spectrum were integrated to
yield the total absorption strength ST for the corre-
sponding concentration. Each of these values was
subtracted from the total absorption strength re-
corded for the 0ppm concentration; this results in
the area under the recorded absorption spectrum for
the corresponding concentration (we refer to this as
the total absorption signal for a given concentration).
Figure 4(a) shows a plot of the total absorption signal
versus concentration, as well as a weighted linear
least-squares fit of these data (the y axis is given
in arbitrary units). Figure 4(b) uses an expanded
scale to display the low-concentration portion of
the data.

The instrument’s sensitivity was calculated by de-
termining the noise level in the integrated absorp-
tion signal. This was accomplished by repeatedly
filling the cell with zero air, recording the corre-
sponding absorption spectra, determining the inte-
grated absorption signal from these spectra, and
calculating the standard deviation of these measure-
ments. The standard deviation was then compared to
the integrated absorption signals recorded for differ-
ent concentrations of NO2. Specifically, we loaded the
CRD cell with 1atm of zero-air 23 times and recorded
the corresponding integrated absorption signal (the
recorded signal for each data set was an average
of 128 scans). The standard deviation of the inte-
grated absorption signal was found to be 0.18%,
which corresponded to approximately 50.9 total
absorption units. The minimum detectable concen-
tration (at the 1σ level) is found by dividing the stan-
dard deviation of 50.9 total absorption units by
the slope of the weighted linear least-squares fit of
the data recorded from the NO2 concentrations
(1841 total absorption units=ppb). The slope was
used since it incorporated uncertainties from all as-
pects of the apparatus (e.g., the repeated use of the
apparatus with several different concentrations of
NO2). The standard deviation in the value of the
slope from the weighted least-squares fit was 2.9%.
Using these data, we determined the sensitivity of
the apparatus to be approximately 28ppt.

It should be noted that we were limited to the num-
ber of data sets mentioned above due to the relatively
large volume of our vacuum system, gas mixing ap-
paratus, and experimental cells (∼4 liters). The

103 liter cylinders of zero air used could typically fill
the apparatus 25 to 30 times before their contents
were exhausted. Changing cylinders exposed a small
section of the apparatus to ambient air. This expo-
sure required us to pump on the system for a few
hours before continuing with experiments. A new
gas mixing system is currently being designed and
should alleviate this problem in the future.

These results show an improvement of approxi-
mately 4 orders of magnitude over the previous work
where we have employed simple MLIAS (no cavity
enhancement) using a short cell of 12:5 cm length
and a total path length of 0:88m and reported a sen-
sitivity of detection of 120ppb [16]. This magnitude

Fig. 4. (a) Total integrated absorption signal versus concentra-
tion plot. The expected linear relationship between the multi-
ple-line integrated absorption signals versus concentrations is
clearly seen. (b) An expanded scale of the low-concentration region
is employed to clearly display the low-concentration data points.
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of improvement is as expected. Specifically, the use of
ICOS increases the effective path length by over 3
orders of magnitude over the 88 cm path length used
previously. An additional order of magnitude im-
provement was expected by averaging 128 scans
per concentration and from reduced uncertainty in
the mixed NO2 concentrations through improve-
ments to the gas mixing apparatus. These results
are among the most sensitive measurements of
NO2 to date. Other recent highly sensitive measure-
ments of NO2 include the work by Taketani et al. [29]
that achieved 0.14 parts per billion by volume (ppbv)
sensitivity using laser-induced fluorescence and a
diode-pumped YAG laser and Zahniser et al. [30],
who used a continuous wave QCL operating at room
temperature and a 210m multipass cell to report a
trace gas detection limit of 1ppt and ambient mea-
surements of NO2 with detection precision of
10 pptHz−1=2. It is important to note that, because
the MLIAS technique requires integrating over sev-
eral absorption features, the selectivity is less com-
pared with the selectivity one can achieve with
low-pressure measurements employing the ampli-
tude of a single line absorption feature particularly
for molecules with well-resolved spectra. This can
be a problem if high-concentration species in the at-
mosphere such as water vapor have even the tails of
their absorption features in the region chosen. How-
ever, in cases of molecules with congested spectra
and when measurements have to be performed at
high pressures, as well as in cases when the absorp-
tion features are not well resolved, the MLIAS tech-
nique is an excellent choice for high sensitivity of
detection. Additionally, the use of ICOS makes the
apparatus less susceptible to vibrations compared
with other long-path techniques such as CRDS and
multipass cells.

6. Conclusion

We demonstrate a highly sensitive sensor for trace
gas detection by using MLIAS and enhancing the ef-
fective path length by using integrated cavity output
spectroscopy. This combination of techniques allowed
the detection of trace concentrations of NO2 with a
high sensitivity of the order of 28ppt. We feel that
this technique will be useful for the detection of other
polyatomic species besides NO2 that have dense ro-
tational–vibrational spectra over a relatively com-
pact frequency range. Though this experiment was
conducted using a QCL with a wide mode-hop free
tuning range, it could be applied using any tunable
laser source, such as a diode laser capable of tuning
across multiple transitions of the target species.
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